
Webinar Series: Incident Response for OT Environments

EFFECTIVE IR – BE PREPARED
Safeguarding Civilization



Jan Hoff

• Principal Industrial Incident Responder

• Based in Germany

• 10+ years in the energy sector 
as an offensive and defensive 
cyber security expert

Tim Ennis

• Senior Industrial Incident 
Responder

• Based in UK

• 10+ years of industrial experience 
including safety system 
engineering
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• 5 Critical Controls as a 
foundation for any OT 
cybersecurity program

• Establishing an 
Incident Response Plan

• OT IR Process in depth

• Incident Management 
Tools and Techniques

• IR Checklist

• Difference of incident 
response in OT and IT

• Incident Management

• IR Data Collection

Webinar 1
You are not alone

Webinar 2
OT IR is different

Webinar 3
Effective IR – be prepared



F IRST TWO WEBINARS ARE AVAILABLE ON-DEMAND

https://hub.dragos.com/on-demand/incident-response-for-ics https://hub.dragos.com/on-demand/eu-incident-response-for-ics

https://hub.dragos.com/on-demand/incident-response-for-ics
https://hub.dragos.com/on-demand/eu-incident-response-for-ics


EXISTING AND NEW THIS  MONTH

An Executive’s Guide to OT 
Cyber Incident Response
https://hub.dragos.com/guide-an-executives-guide-to-ot-cyber-incident-response

Many more resources on
ht tps : //www.dragos .com

Incident Response for OT

inc ident  response  wh i tepaper

Out Now!

https://hub.dragos.com/guide-an-executives-guide-to-ot-cyber-incident-response
https://www.dragos.com/
https://hub.dragos.com/whitepaper/incident-response-for-operational-technology


RELEASED ON 1 ST MARCH

Convergence of IR and IM principles

Why OT IR is different to IT response

How to prepare for effective IR for OT
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IT Incident 
Response
workflow 
needs OT 

consideration

Containment
and 

Eradication 
might be 

continuous

Ownership of 
“Contain, 

Eradicate and 
Recover” is 
usually with 
OT operators
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PROCESSES OWNED BY INCIDENT RESPONSE
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* Consider restoring from 
backups instead of only 
removing malware/adversary 
artefacts

** Site-/plant-wide account resets 
likely require careful 
consideration, planning and third-
party support
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Netflow
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SUSTAINED VIS IB IL ITY INTO YOUR ENVIRONMENT

A CMF is the practice of 
documenting all the potential 
sources of data that could be
used by incident responders 
and investigators

• Includes all digital assets such 
as computers, data loggers, 
network equipment, PLCs 

• Anything that contains logging 
or forensic information that
could inform an analyst during
an investigation is valuable



Location / Zone Asset Type Data Type Data Storage duration Data Storage Location

CORP Firewall/VPN Authentication Logs 30 days IT SIEM

DMZ Jumphost EDR logs 10 days OT SIEM

PLANT Network Management Appliance DHCP Logs 180 days / 365 days Appliance and Dragos Platform

PLANT Engineering Workstation Event Logs (Sysmon) 1 day / 365 days EWS and Log Server

PROCESS PLC Syslog unknown Device Only

PROCESS SIS Controller Passive Network Data 365 days Dragos Platform
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SITUATION

COMPONENT   
OT CYBERSECURITY 

INCIDENT FIRE
CHEMICAL

SPILL

Facilities • ? • Control center
• Spill kits
• Eye wash stations
• Control center

Equipment • ?
• Fire extinguishers
• Fire blankets
• Risers

• PPE
• Absorbent materials

Personnel • ? • Fire crews
• Duty officer

• First aid team

Procedures • ? • Evacuation, muster
• Containment
• Clean-up
• Reporting

Communications • ?
• Fire alarm
• All clear
• Call to fire Brigade

• Emergency contact 
number



PHYSICAL LOGISTICS OF OPERATIONALIZ ING THE TEAMS

1

2

3

4

Collaboration space for Incident 
Response providers and support teams

Incident response line and out-of-band communications

IR room with whiteboards

Virtual war rooms as required for 
multinational organizations or remote teams



SUPPLYING RESPONSE EFFORTS

1

2

3

Network Security monitoring tools

Grab bag including copy of an up-to-date CMF and IR plan

Forensic collection tools



DEFINING ROLES & RESPONSIB IL IT IES

1

2

3

4

Defined Incident Response team size and structure

Incident Command structure
(Dedicated Incident Commander appointed, site champions)

Relevant training, site, and professional certifications

Personal Protection Equipment (PPE)



DEFINED,  DOCUMENTED,  AND REPEATABLE
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1

2

3

4

Forensic Collection procedure

OT network containment procedure

Host isolation procedure

Predefined eradication strategies

5 Predefined recovery processes and procedures



INFORMED ACTIONS

1

2

3

Incident Dashboards & Reporting Templates
Battle rhythm agenda items including orientation to ICS Kill Chain and/or MITRE ATT&CK

Templates for incident reporting to external stakeholders

Severity Matrix incorporated into the OT specific IRP



Response Tracking

Information Received Actions Assigned Actions Completed

Information Source Date – Time
received

Action Assigned to Priority 
Date-Time
assigned

Action & Result Date-Time 
completed

Notification
of suspected 
organizational 
breach

Government 
Agency

2022-04-22
1400 UTC

Assemble 
Incident 
Response Team

Incident 
Commander

High 2022-04-22 
1530 UTC

IRT comms stood up, incident status 
report logged in dedicated comms 
channel

2022-04-22 
1730 UTC

n/a n/a n/a

Investigate 
network traffic 
for new or 
suspicious 
connections

OT Security 
Analyst

High 2022-004-22 
1730 UTC

Updated incident status report – no 
new connections identified from 
initial analysis. Continuing to 
analysis of available logs

2022-04-22
2000 UTC

Plant operating 
status reported as 
normal.

Ops manager 2022-04-23 
0800 UTC

Update incident 
status report

Duty 
incident 
information 
handler

Low 2022-04-23
0830 UTC

Incident status report updated 2022-04-23
0900 UTC

Threat intelligence 
report states that 
vendor X devices 
are being targeted

Threat Intelligence 
provider & 
Information 
sharing portal

2022-04-23
0900 UTC

Contact vendor 
and establish 
communications

System 
Owner

Medium 2022-04-23
0930 UTC

Vendor contacted and agent 
assigned to provide support 
as per SLA.

2022-04-23
1430 UTC
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KEY TAKEAWAYS
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Preparation is 
key for OT IR

5 Critical 
Controls for 

OT 
Cybersecurity

Develop
OT-specific IR 

plans and 
procedures

Exercise plans, 
procedures 
and tooling

1

2

3

4





Email: tennis@dragos.com

Email: jhoff@dragos.com

mailto:tennis@dragos.com
mailto:jhoff@dragos.com

