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The threats of unauthorized access to or manipulation 
of commands and data drive the incorporation of 
cryptographic security controls into critical energy 
system communication infrastructure. However, 
cryptographic security controls that are inappropriately 
or poorly applied can lead to a decline in reliability 
and availability and an inadvertent expansion of the 
attack surface available to attackers. Furthermore, 
most modern information technology (IT)-originating 
cryptographic security controls include encryption (a 
minimal-priority security control in energy systems), 
which brings the side effect of crippling the operators’ 
ability to monitor their systems for intrusions. 

This paper discusses reasons why many security 
techniques commonly applied in IT systems and based 
on cryptography may be unsuitable for application 
in critical portions of energy systems. We propose 
for system owners an approach to designing energy 
systems that separates system elements into those 
that are dynamic (designed to serve human users, 
reconfigurable, plug- and-play) and static (fixed-
task, fixed-configuration, and machine-oriented, 
e.g., high-speed protection and telemetry). Lastly, 
we build on that approach with recommendations 
for operational technology (OT) cryptographic 
security controls in energy system networks.

ABSTRACT
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I .  INTRODUC TION

Industrialized societies require infrastructure  
to support the most critical and basic needs 
of their citizens. Electric energy systems are 
uniquely critical infrastructure elements since 
the availability of reliable electric power enables 
most other areas of critical infrastructure and is 
also directly used by citizens [1]. Well-function-
ing energy systems themselves require highly  
available and reliable components.

Cybersecurity in energy systems should serve 
the mission for which those system components 
are built or designed and “help more than 
hurt” the energy system over the life of the 
components. This principle applies to cyberse-
curity applications such as cryptography (the  
discipline that embodies principles, means and 
methods for providing information security, 
including confidentiality, data integrity, non-re-
pudiation, and authenticity[2]) for commands 
and data. If cryptography in general can affect 
the reliability and availability of an energy  
system (as we will show) then much care and 
planning must be used when considering  
where or  (more importantly) whether to  
integrate cryptographic security controls into 
energy systems.

A current trend in operational technology (OT)  
is the integration of commercial-off-the-shelf 
(COTS) cryptographic protocols and 
implementations, borrowed from business  
information systems and integrated directly  
into critical energy systems or their components. 
Even though many cryptography advocates’ 
goals are laudable (the integrity, availability, 
and confidentiality of digital signals in power 
systems), there has been minimal critical analysis 
by the industry of the possible downsides of this 
recent trend. Discussion of whether a general 

application of cryptographic security controls 
actually “does more harm than it does good” is 
overdue.

One example of an element critical to the energy 
system is the protective relay. To perform 
their protective functions, relays must operate 
within times on the order of milliseconds.  
This is necessary to prevent electrical fault 
currents from endangering human beings, 
destroying valuable power system equipment, 
causing fires, or resulting in blackouts that  
could cause property damage or the loss of  
electricity for hundreds or thousands of people. 
The protective relay performs a vital role for  
energy systems, and yet there has been little  
interest by the security community in exploring  
if and how cryptography in general or perhaps 
certain kinds of cryptographic security controls  
can negatively affect the applications of  
protective relays.

This paper is an attempt to provide that missing 
discussion. In aggregate, the authors have  
several decades of experience with cryptog-
raphy (both theoretical and applied) in various  
environments, from information technology 
(IT) to OT, the latter term being used in this 
paper synonymously with energy systems. The  
authors are not arguing against implementing  
all elements of cryptographic functions into 
energy systems per se. Instead, their goal is to 
suggest an approach that demands a detailed 
understanding of the many downsides of  
cryptographic functions when incorporated  
into critical intelligent embedded devices  
(IEDs) in power systems. For even when  
cryptography-based security is implemented 
securely and maintained correctly, its impact 
on performance as well as its adverse effects 
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on other security functions like intrusion detection must be assessed to see if it provides a net benefit 
that justifies its costs and impacts.

Before going into more depth on the potential downsides of cryptographic security controls for 
data-in-motion in operational environments, this paper begins with a basic overview of energy 
system lifespan and constraints compared to their IT counterparts and provides a brief exposition of 
typical IT cryptographic protocol implementation in energy systems.

II .  ENERGY SYSTEM LIFESPAN AND CONSTRAINTS

Fig. 1 shows how a typical supervisory control 
and data acquisition (SCADA) communication 
channel for a digital secondary system is  
organized. SCADA communications generally 
travel from a SCADA master or front-end  
processor across a wide-area network (WAN) 
link owned by a third-party organization, and 
for that reason is not trusted. Substations  
provide a reasonable amount of physical  
security, protecting the system from equipment 
and connection tampering. As a bare minimum 
for basic security practices, the firewall provides 
points for controlling data ingress and egress 
through the electronic security perimeter.  
The remote terminal unit (RTU) provides some 
processing and simplifies security by reducing 
the number of devices communicating outside 
the electronic perimeter, which is considered  
to be at the facility boundary in Fig. 1. Below  
this layer is where the primary energy system 
processes occur and power protection and 
control equipment communicate to the RTU via 
simple industry protocols.

Modeling the system in this way can clarify where 
cryptographically secured communications are 
required and where they should be avoided in 
the interests of system simplicity and reliability. 
Fig. 1 will be expanded upon later.

FIG. 1 .   
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There are some fundamental differences be-
tween the less-critical applications traditionally 
served by IT solutions and those typically  
found in energy systems and devices in those 
environments. The assets that comprise an  
energy system need to be more tolerant of 
harsher environmental elements than consumer 
products or IT-specified equipment operating in 
an environmentally controlled building. Unlike 
most server room failures where exchanging 
a failed drive or a network switch is a routine 
task with minimal personal safety concerns  
or negative effects on essential services,  
equipment changes in an OT environment  
may require costly interruption of critical  
industrial or electrical processes and may require 
maintenance technicians to enter hazardous 
areas. Even in situations where a critical 
IT datacenter presents hazards to its staff or 
difficulties for maintenance tasks, there remains 
a fundamental difference: IT services are 
generally entirely digital, whereas energy  
system infrastructure is a combination of  
digital and physical elements. IEDs in energy 
system infrastructure ultimately require direct 
interaction with physical elements (e.g.,   
breakers, switches, and electric lines) that are 
geographically fixed and thus cannot simply  
be duplicated or migrated while providing  
continuous uninterrupted energy supply, and 
thus require greater care when undergoing 
maintenance operations.

Because of maintenance and replacement costs 
and risks, OT devices (controllers, switches,  
relays, and more) are expected to have a  
lifecycle of decades. Per the North American 
Energy Reliability Corporation’s (NERC) Protec-
tion and Control (PRC) standard requirements, 
many OT owners and operators generally do 
not plan to physically touch IEDs until 12 years  
into their useful lifespan [3]. Maintenance costs 
can determine whether a project (which may 

include implementing cryptographic security 
controls) is a success or failure based on whether 
there was a positive return on investment. For 
the sake of reliability and cost, some technology 
in OT systems may be decades behind current 
IT technology. Manufacturers of OT system  
elements are cognizant of the demanding nature 
of this lifespan requirement and therefore  
purpose-build those elements to perform a  
specific minimal and rigidly defined set of  
functions consistently and reliably with the 
same equipment for decades. The technology  
(including cryptographic security controls) that 
goes into the IED needs to be suitable for this  
service lifespan, or risk more frequent  
maintenance cycles to update or replace that 
technology. In contrast to OT, IT systems are  
built on general-purpose platforms, where 
extensibility and plug-and-play are desirable 
features for their ability to balance myriads 
of different types of products and functions, 
and to take advantage of new applications and  
technologies. For this reason, IT devices are 
often “over built” with additional hardware and 
software capacity to handle a wide range of 
contingencies.

An illustration of these differences between 
technologies as applied in IT and OT systems 
is useful. Software-defined networking (SDN) 
provides a fundamental separation of the data 
plane from the control plane, to allow Ethernet 
connectivity implemented by simpler network 
switches to be “orchestrated” by a central 
controller. IT systems use SDN for load and 
bandwidth management, including maximizing 
bandwidth usage on expensive overseas fiber 
connections, load-balancing server requests,  
and the integration of highly complex functions 
such as machine-learning or network function 
virtualization (NFV) with connections being  
managed dynamically by the control-
ler. OT systems use SDN in the same 
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1) Frequent Changes to Standards and  
 Best Practices

Cybersecurity and cryptographic standards  
frequently change based on external factors  
such as the availability of new cryptanalysis 
tools, the increase in computational power 
available to threat actors, and the introduction 
of novel attack techniques, among others.  
These frequent cryptographic standard 
changes, by both private industry groups and  
government entities, are problematic for energy 

system environments. The lag time between a 
standard’s ratification and its implementation by 
OT manufacturers, and subsequently by system 
owners, can be considerable due in part to the 
constraints of cyber-physical systems outlined 
in Section 2. As a result, firmware upgrades 
may already be out-of-date according to current 
cryptographic standards when upgrades are  
deployed within the energy system environment.

Best practices for implementations can change 
with, or be independent of, standards. Security 
practitioners are always refining guidance for 
cryptographic system implementations for 
evolving threats or advances in research. In  
either case, the effect is the same: a require-
ment to update IEDs in the field. One example 
is a recent change from the National Institute 
of Standards and Technology (NIST) on secure 
password management, specifically shifting 
from a focus on password complexity with 
stringent password rotation schedules to longer 
“passphrases” [4].

A.  Principal Challenges  
 Enumerated
 

fundamental architecture (by separation of data and control planes). However, SDN as applied in OT  
systems is used to maximize the determinism of network performance, provide the fastest 
possible failover, and use whitelisting to detect or prevent unauthorized communications 
with minimal participation by the controller once the network is configured. The unique advantages 
that SDN brings when applied to OT systems are made possible by their purpose-built 
nature. The purpose-built nature of OT systems can also provide some advantages 
when operators augment these systems with robust defense-in-depth layered controls, as will be 
discussed later.

I I I .  THE CHALLENGES OF IT CRYPTOGR APHIC  
 SECURIT Y CONTROLS IN ENERGY SYSTEMS

The following is a list of some 
considerations and challenges related  
to applying IT cryptographic security 
controls in energy systems. These 
ǇěŁĴļ� ðĴðŁŢƛƧ� Ƨļě� ƛěČƯƓŁƧǍ� ċěŢěǠƧƛ�
of employing cryptography in energy  
systems. Note that some of these might 
not apply for every system.



DR AGOS, INC . 8

WHITEPAPER

Because changes to standards and best practices require security updates in the same way as imple-
mentation flaws, they also contribute to higher operating costs and reduced availability of protection.

The framework that we propose in Section 4 strategically simplifies designs to minimize complexity, 
risk, and maintenance requirements. It helps to use standards that are not subject to frequent  
changes or that are designed for infrastructure with different mission requirements.

2) Firmware Maintenance Burden 

Protective relays have evolved from purely  
electromechanical devices to devices with 
adjustable analog electronics, and to micro-
processor-based relays with adjustments and 
protection schemes in code. As communications 
networks have grown to include them, design 
choices made to provide security for this new 
communications functionality can require  
additional maintenance and introduce higher 
chances of firmware flaws that are unrelated 
to their critical functionality. Consequently, the 
number of lines of code (LoC) has progressed 
from a minuscule 40,000[5] in early protec-
tion relays to over 600,000 today, with only 7 
percent of that count involved directly with 
protective relay functions. OpenSSL (the  
popular open-source package for transport 
layer security [TLS] implementations) currently  
contains over 500,000 LoC[6]. Finally, there 
has been a positive correlation with increasing 
firmware LoC and critical system protection 
unavailability (the fraction of time the protection 
system is not available as measured by the  
average downtime per failure divided by mean 
time between failures [MTBF])[7] at a rate  
commensurate with that shown in Table 1.

TABLE 1  

SOFTWARE-CAUSED 
UNAVAILABILIT Y [5 ]

OT manufacturers design, build and optimize each device for a specific mission. Those OT devices are 
optimized to provide the minimum complexity and hardware capabilities necessary to accomplish 
their designed mission. OT end-users take those devices and use them in a way that maximizes reli-
ability and availability. General-purpose (IT-oriented) devices are typically designed with substantial 
excess technical-hardware capacity to be applicable to a wide variety of missions. A substantial 

LoC (in 1000s) Unavailability  
• 10-6

100 100

500 223

800 282

1,000 316

1,500 387

2,000 447

2,500 500

3,000 547

3,500 591

4,000 632
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amount of complexity and capability in IT-ori-
ented devices goes unused in a particular 
application. General-purpose cryptographic 
security controls are often resource-intensive. 
This is acceptable for general-purpose platforms 
because that type of cryptography takes gen-
eral- purpose IT-oriented devices into account 
(many missions) and not the OT single-mission 
focus. Therefore, IT devices are best served by  
general-purpose cryptography.

Judiciously implemented cryptography may 
indeed enhance the reliability, safety, and  
economical nature of power systems and  
associated components over their lifetimes by 
mitigating certain threats to data-in-motion, 
but these features come at the cost of  
additional complexity within the communica-
tions system. In the cybersecurity industry,  
it is undeniable that additional complexity  
creates opportunities for threat actors to 
exploit [8,9]. Researchers have discovered and 
cataloged thousands of vulnerabilities in 
cryptographic implementations and standards  
in the MITRE database[10]. Probably the most 
well-known example of an implementation 
mistake is the Heartbleed vulnerability, which  
affected most installations of the popular  
OpenSSL library and allowed attackers to  
remotely read data from memory on millions 
of vulnerable systems[11]. When the fix for the 
Heartbleed flaw was publicly released, it gener-
ated world-wide patch activity within minutes. 
The Heartbleed flaw turned out to be more  
serious than initial reports made it appear 
because the flaw not only affected server  
implementations but client implementations  
as well.

3) Loss of Situational Awareness

IT-oriented cryptographic protocols (such as TLS, 
SSH, and IPsec) focus on providing end-to-end 

confidentiality first and foremost, as well as 
integrity and authenticity controls for commu-
nication links to keep out intruders and ensure 
that authorized users who are trusted to be on 
the system can work securely. The protocols 
ensure that the information traversing the 
connection cannot easily be read or captured 
by anyone (or any thing) on the network.  
Confidentiality is such a critical requirement of 
TLS 1.3 that the standard does not allow the  
use of “null-cipher” suites that remove 
confidentiality while keeping integrity and  
authenticity controls [12].

Confidentiality prevalent in IT-oriented crypto- 
graphic protocols prevents a passive listener 
from gaining access to communications. 
However, the use of cryptographic protocols 
that mandate confidentiality impacts passive 
network monitoring because they prevent  
inspection of the traffic content. Lower visibility 
into OT data-in-motion also makes it easier for 
malicious actors to pivot through a network. 
For example, OT protocols (e.g., DNP3) often 
contain file-transfer functionality[13]. A malicious 
actor might leverage this type of protocol with 
file-transfer functionality to execute lateral 
movements within the environment. In this 
case, an organization with visibility into DNP3  
communications would observe the function 
codes related to file transfer if the malicious 
actor leveraged DNP3 to move attack tools. 
However, if all the DNP3 traffic is encrypted, this 
type of malicious file-transfer activity would be 
hidden from the network-monitoring solutions. 
Network threat detection would only observe 
the existence of the session, and it could not 
identify malicious activity with high confidence.

A typical solution in IT environments for 
this lack of visibility is the implementation 
of decrypting techniques. However, the 
time-sensitive nature of OT process-bus com-
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munication networks eliminates the suitability  
of interception-then-decryption techniques 
requiring TLS- decrypting proxies and web 
gateways that are often used in IT networks 
unsuitable for many OT networks, especially 
those that operate at low bandwidth which is 
common in OT. Interception-then-decryption 
(which is more suitable for engineering access in 
OT systems) also increases the time needed to 
respond to an observed threat. Note, however, 
that the use of cryptographic protocols that 
enforce integrity controls still allows passive 
network monitoring.

The framework we propose in Section 4 focuses 
on integrity and authenticity controls that 
accommodate the time-sensitivity of OT  
processes and allows confidentiality protection 
to be optional.

4) Required End-User Expertise

The IT departments at many organizations  
already have security and cryptographic  
expertise for managing and securing large 
numbers of users, which is due to the variety of 
ecosystems based on public-key infrastructure 
(PKI). OT units within smaller energy organi-
zations (such as public utilities or distribution 
companies) without embedded IT experience 
can find it challenging to know how to config-
ure cryptographic systems in OT environments.  
OT system owners may prefer to avoid patch 
mandates and vulnerability findings coming 
from the IT department by not enabling security 
features, but IT-oriented cryptography can often 
force the hands of OT system owners. At the  
end of the day OT systems need to minimize 
patches. Allowing IT control over OT assets also 
may impose IT helpdesk processes on critical 
energy systems and devices. This IT-OT divide is 
often handled by dividing IT and OT equipment 
into separate physical zones, with IT security 
governance falling on the communications 

gateway equipment at the perimeter location, 
and OT owning the critical devices within the 
energy system.

The imposition of additional security functions 
can lead to compliance issues. Cryptographic 
security may require business processes and 
auditing to protect the secrecy of data such 
as keys, as well as processes for items which 
require regular maintenance, such as X.509  
cryptographic certificates. One way to mitigate 
the introduction of stringent new security fea-
tures are to simplify the new controls as much 
as possible and keep the complexity minimized.

TABLE 2

FIRMWARE LOC CORRELATED 
TO HUMAN-CAUSED 
UNAVAILABILIT Y

LoC (in 1000s) Unavailability  
• 10-6

100 100

500 500

800 800

1,000 1,000

1,500 1,500

2,000 2,000

2,500 2,500

3,000 3,000

3,500 3,500

4,000 4,000
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The authors are personally familiar with systems 
where technical personnel avoided security  
devices and systems due to ease-of-use  
concerns. It requires expertise, and errors are 
more probable if users are forced to make arcane 
choices in a user interface (UI) that technicians 
do not understand. The more complex or the 
greater the overall number of system or de-
vice settings there are, the greater the chance  
technicians will apply them incorrectly. Table 2 
shows the calculated unavailability of electric 
protection correlated to increased LoC, which 
assumes that the number of settings increases 
linearly with device code size.

Improper configuration can diminish, or even 
eliminate, the effectiveness of cryptographic 
implementations. For these reasons, we  
propose that a key goal in energy system design 
is to minimize the expertise needed to apply 
and maintain the technology securely.

˜͓� »ļě�'ŁĳǠČƯŗƧǍ�ŭĳ�gěǍ�sðŢðĴěŠěŢƧ

Security key management in OT is notoriously 
tricky because manual key management has 
the same issues as patching, and the other 
choice, automated key management, increases 
complexity and attack surface. The outcome 
of this is that, typically, cryptographic keys will 
not change after system commissioning for the 
lifetime of the device. There are NIST standards 
(such as NIST SP800-57 [14]) that contain recom-
mendations for key management timelines and 
lifecycles. However, due to the management 
lifecycles of competing standards or difficulties 
associated with key management, these rec-
ommendations are rarely followed [15].

Rekeying operations for bump-in-the-wire 
(BITW) encrypting communication gateways 
are often difficult to execute even by trained 
operations personnel and often require 
coordination across geographical regions,  

including notifications to upstream SCADA 
control operators of expected downtime.  
The hazards of rekeying operations are the  
same for bump-in-the-stack (BITS) embedded 
cryptographic protocol solutions, or even appli-
cation-layer protocols with security extensions 
as in the case of DNP3 Secure Authentication 
(DNP3-SA). The use of temporary session keys 
and perfect-forward secrecy (PFS) are often  
recommended as methods to minimize the 
number of key management operations that 
require operator intervention. But those  
cryptographic implementation techniques 
can only reduce and not eliminate the key  
management problem, which is exacerbated 
by the device lifespan of decades for  
medium or long-term keys that provide root 
key infrastructures.

We propose that design criteria include the  
need to avoid any key management that  
requires periodic downtime or work in hazardous 
locations unless an in-depth evaluation demon-
strates a security improvement that justifies 
the costs and difficulty associated with cryp-
tographic key management.

6) Performance Degradation

Cryptographic methods can add overhead 
to communications links. In energy systems  
infrastructure, high-latency (300+ milliseconds) 
and low-bandwidth (25 kbps) connections are 
still common. Cryptographic systems requiring 
multiple round trips for negotiation or  
challenge-response exchanges (e.g., DNP3-SA) 
to establish a valid cryptographic session can 
perform poorly and burden shared-medium 
links [16].

With high-speed protection schemes, multiple 
protective relays may need to send high-speed 
signals over dedicated serial links. These signals 
are required to operate within a 2 to 4 



B. Summary of Objectives
 
Critical infrastructure manufacturers 
wanting to implement cryptography into 
energy system components should be 
aware of the following considerations to 
help avoid the downsides:

•  Use standards that are not subject to 
frequent changes or that are designed 
for infrastructure with different 
mission requirements that still meet 
necessary cybersecurity objectives.

•  Simplify designs to minimize the 
effects of expanded LoC and 
maintenance requirements  
associated with additional features.

• Minimize the impact of cryptographic  
 security controls on critical time- 
 sensitive protection protocols.

• Use cryptographic implementations  
 for data-in-motion that support net 
 work visibility requirements and  
 maximize situational awareness.

• Choose technologies with lifespans  
 suited to application in devices with  
 long service life spans.

Having discussed energy systems in 
general, cryptographic protocols, and the 
challenges of their being “bolted-on” to OT 
environments, the next section discusses 
recommended approaches to cryptography 
moving forward.
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millisecond window to meet protection design 
objectives. If these signals are delayed or 
blocked for any reason then protection re-
sponse to fault currents is slowed, resulting 
in increased risk of physical damage to equip-
ment or lines and further outages [17]. Integrity 
checking by cryptographic means of messages 
may lead to substantial delays since the entire 
digital signal frame must be “held back” for the 
integrity check process to be completed before 
the protective device can act on the frame [18, 19].

As a result, the framework that we propose 
in Section 4 recommends cryptography that 
ensures performance is acceptable for pro-
tection-class environments under worst-case 
conditions, and to maintain this goal even if 
cryptography is implemented.

7) Hardware Requirements

Modern cryptographic protocols often rely 
on special hardware, including cryptographic  
accelerators, to meet performance goals. 
Embedded devices, particularly legacy IEDs, 
were built without cryptographic accelerators, 
so many modern cryptographic methods may 
prove infeasible or may quickly become so as 
standards evolve. For devices such as protective 
relays, their primary designed functions do not 
evolve in this way, and they will be capable of 
reliably performing those functions (e.g., fault 
protection) for much longer [20].
Many legacy systems also lack the required  
entropy (randomness) sources to produce  
strong cryptographic keys. A common approach 
to this challenge from the IT manufacturer 
community is adding specialized cryptographic 
hardware to devices and systems for these  
kinds of functions [21, 22, 23]. Adding specialized 
hardware is an excellent strategy for typical 
IT hardware with a lifespan of 3 to 7 years. 
However, this expected cryptographic platform 
obsolescence does not suit critical protection 

devices with service lifetimes of over a decade  
or more. Implementing off-the-shelf cryp-
tography seems efficient and cost-effective,  
but it often costs more in the long-term. 
When the device platform falls behind enough 
that it cannot be upgraded to use up-to-date 
cryptographic functions, it remains what can 
be called “forever-day vulnerable” until it  
is replaced.
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This section proposes a framework for sensibly applying cryptography in OT systems by categorizing 
energy system elements into static, dynamic, or mediator types. Before further discussing this  
framework, we must explore what we mean by a layered-defense model.

IV.  FR AMEWORK PROPOSAL FOR OT  
 CRYPTOGR APHIC SECURIT Y CONTROLS  
 FOR ENERGY SYSTEMS

A. A Layered-Defense Model
 
Cybersecurity practitioners often 
approach cybersecurity controls by 
first understanding communication 
flows and access controls between 
categories of assets. A common 
approach to identifying suitable 
categories is the Purdue Model[24]. 
Developed originally by Theodore J. 
Williams and the Purdue University 
Consortium for Computer Integrated 
Manufacturing in the 1990s, the 
Purdue Model divides systems and 
assets into levels based on purpose. 
From a cybersecurity perspective, 
the model helps by formalizing the 
separation of devices into groups 
that have similar purpose, security 
requirements, and communications.

FIG. 2   

LAYERED C YBERSECURIT Y 
FOR A UTILIT Y OT NETWORK
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The following is a brief description of the security layers shown in Fig. 2:

•  L5, Perimeter: contains IT-OT segmentation 
devices that terminate connections from 
any necessary corporate communications. 
Generally, practitioners recommend using 
advanced IT-oriented firewalls or one-way 
data diodes, read-only human-machine 
interfaces (HMIs), or both to prevent direct 
communication from IT to OT environments. 
Devices at this level interact with a wide 
variety of network hosts from the enterprise 
network, including some that process email 
or other data originating from outside the 
organization. This traffic is the least trusted 
and may or may not be encrypted using IT 
cryptographic security controls.

•  L4, SCADA: contains HMI and SCADA mas-
ter controllers, centralized authentication 
systems, historians, and intrusion detection 
and monitoring devices. Devices at this level 
are predominantly computer-based, receive 
frequent software updates, and operate on 
a network that includes transient devices 
like technician laptops. Removable media 
are sometimes used on this layer. Although 
similar to IT environments, Level 4 differs  
by its purpose-built nature, making its  
network suitable for OT-SDN.

•  L3, Access: contains devices which 
separate humans from machines on 
local-area networks (LANs) and may 
include encrypted WAN communication 
devices. Devices on this layer communicate 
with secure encrypted channels using IT 
cryptographic security controls on the 
upper edge and use simple and/or cleartext 
communications with devices in Layer 2.

•  L2, Automation: contains RTUs, data 
concentrators, event collectors, and 
logic controllers. Devices on this layer 

communicate with peers on a tightly 
controlled network segment.

•  L1, Protection: contains protection and  
control devices such as protective relays.

•  L0, Physical: contains sensors, actua-
tors, and other devices that physically 
control electric power flow.

Generally speaking, the hosts and traffic are 
less trusted and have less stringent availability 
requirements at higher layers. At lower layers, 
the hosts are more trusted and the need for 
availability is greatest.

The security objective is to group devices into 
levels with similar security requirements and 
capabilities to assist owners and operators in 
understanding the trust boundaries and select 
appropriate security controls to protect the 
system. The goal of the devices at each level, 
ƛļŭǇŢ�ŁŢ�HŁĴ̻�˙̶�Łƛ�Ƨŭ�ěŢðċŗě�ðŢē�ĳðČŁŗŁƧðƧě�ċěƛƧ͙
in-class energy system operational functionality 
on highly specialized layers to promote energy 
system safety, reliability, and economy. Energy 
system owners and operators add appropriate 
cybersecurity controls to devices in the levels, or 
between the levels, to establish different trust 
boundaries.

As previously discussed, the use of cybersecu-
rity approaches that force the requirements of 
upper-level devices (which require more and 
different types of security) down to low-level 
device models can negatively affect the perfor-
mance and reliability of those devices. Assessing 
the appropriateness of cryptographic security 
controls must include a holistic evaluation that 
considers cryptography as just one part of 
a layered approach to security composed of 
complementary security controls (personnel, 
procedural, physical, detective, and more).
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B. A Proposal for 
Cryptographic Security 
Controls for Communications 
in Energy Systems
In general, energy system elements can be 
sorted into two distinct types that the authors 
call static and dynamic. Static elements prioritize 
reliability by providing automated telemetry 
and high-speed protection functions or other 
automated controls and operating routinely  
and automatically for lengthy periods of time 
without human interaction. Static system  
elements are physically protected and isolat-
ed, and all communications are as-designed,  
making whitelisting an attractive cybersecurity 
approach.

Dynamic elements support business require-
ments for the control and supervisory functions 
used to manage the system. They are dynamic 
in that applications, communications, and  
configurations change more frequently to serve 
changing business needs. Dynamic system 
elements are more exposed to other hosts,  
unauthorized personnel, and novel threats, 
increasing the need for up-to-date cybersecu-
rity support. Because of their ad-hoc nature, 
whitelisting is difficult to apply to dynamic 
elements.

The difference in the kinds of attacks asso-
ciated with dynamic and static elements also 
point to the need to consider different threat 
models during the selection and service life of 
static and dynamic elements. Since the threat 
environments in which those devices operate 
are different, the corresponding choices for  
appropriate security controls are also differ-
ent. We propose that if owners and operators  
choose to integrate cryptographic security  
controls into energy systems, they should  

specify very differently implemented controls 
for the first type (dynamic elements) than for 
the second type (static elements).

The result is a partitioning of IT cryptographic 
security controls and their associated downsides 
into those more dynamic areas of energy  
systems with IT device lifecycles and less strin-
gent reliability and availability requirements 
to support the more frequent maintenance 
that comes with their additional features and 
complexity.

The usual cryptographic choices for dynamic 
elements include protocols that are subject  
to frequent standard changes and implementa-
tion updates. They are complex to develop and 
require considerable management functionality. 
These kinds of cryptographic protocols require 
substantial configuration and operational  
expertise, and complicate application monitor-
ing efforts. When applied in OT environments,  
their complexity tends to negatively affect 
the overall safety, reliability, and availability of  
critical energy system elements, as previously  
discussed. Our framework advises against IT 
cryptographic security controls to data and  
commands exchanged with other dynamic 
system elements only (not for static system 
elements). Examples of these kinds of  
protocols include TLS, IPsec, Secure Shell (SSH), 
and associated PKI types of protocols (e.g., 
Online Certificate Status Protocol [OCSP] for 
certificate revocation) and supporting protocols 
and infrastructure (e.g., Domain Name System 
[DNS]).

The best cryptographic choices for static  
elements are protocols and algorithms that  
are not subject to frequent changes, are sim-
ple to develop and apply, do not block modest  
monitoring efforts, and also do not negatively  
affect the overall safety, reliability, and  
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availability of critical energy system elements. 
Our framework also recommends either 
abstaining altogether from cryptographic proto-
cols for static  elements, or, if justified by threat 
analysis, using static-oriented crypto-graphic 
protocols. An example of a cryptographic security 
control that is suitable for static environments 
due to its simplicity and longevity is a form 
of IEEE 802.1AE Media Access Control Security 
(MACsec) tailored for this type of application.  
MACsec, when implemented in the IT domain, 
includes IEEE 802.1AR (Secure Device Identities)  
and IEEE 802.1X (Network Access Control) Sup-
plicant and Authenticator functionality, along 
with additional Extensible Authentication Pro-
tocol with TLS (EAP-TLS) controls. An optimized 
variant of MACsec purpose-built for static envi-
ronments would remove additional complexity 
(Supplicant, Authenticator, and EAP-TLS func-
tions) and focuses on providing authentication and 
optional encryption for commands and data, 
with an eye towards minimizing firmware churn 
and maximizing reliability and simplicity. Other 
examples of similar OT cryptographic security 
controls include IEEE 1711.1 SSCP for serial, or a 
hybrid protocol, SSP-21[26], which can be used 

for either communication medium. Suitable 
cryptographic protocols for static elements 
are simple and designed for long-term usage 
(10 to 15 years minimum) without requiring  
upgrades to continue supporting the avail-
ability and reliability of energy system devices 
and assets. As Fig. 3 shows, in our model, any 
digital signals that must flow between dynamic 
and static elements are handled by a third  
element type—a device type we call mediators. 
A mediator incorporates both IT and OT  
security controls and communicates with both 
dynamic and static infrastructure elements.  
A mediator already exists in most OT systems, 
since advanced RTUs, protocol converters,  
proxies, gateways, and embedded terminal 
servers often take on the role of a mediator. 
Mediators are candidates for additional security 
controls, such as secure whitelist-based  
operating systems, and the focus of stringent 
monitoring. The mediator also effectively acts  
as a cryptographic protocol break, if not as an 
application-layer protocol break and inspec-
tion chokepoint (as is often used for NERC CIP 
applications[27]).

FIG. 3
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V. CONCLUSION

Before the concept “operational technology” 
existed, the energy system staffs of an electric 
utility rarely encountered the IT department. 
The need to deliver electricity, to know when and 
why a fault occurred, along with the capability 
to control the equipment to restore electricity 
to customers, was their priority, and the electric 
grid operated in a stable and reliable manner. 
The IT department supported the needs on the 
corporate side for services like email, end-user 
information, accounting, web presence, and 
more. However, as the energy system industry 
has matured over time, the need for these two 
groups to interact has grown. One such area 
of interaction focuses on how systems and  
devices within the energy system infrastructure  
communicate securely.

It is not uncommon for utilities to implement 
separate OT cybersecurity groups or merge with 
the corporate IT cybersecurity groups to oversee 
how the utility energy system operates. The real 
concern is introducing cryptography into the mix. 
Just because a utility has an IT or OT department 
experienced in networking and cybersecurity 
does not guarantee that they have the tools to 
make the utilities secure. The development of 
standard best practices that ensure constant 
visibility and control of the energy system is the 

first step. Unfortunately, this is not as easy as 
plugging in a new application, system, or device 
and expecting everything to work perfectly 
together.

The key objective of any energy system is 
always maintaining availability. Most cyberse-
curity personnel who have experience working  
in OT environments see the typical CIA triad  
as more the AIC (availability, integrity, and 
confidentiality) triad. Again, this reflects that 
availability is the topmost concern for an energy 
system owner/operator. Any downtime has 
the potential for operators to lose the viability 
or control of their systems. Therefore, when 
considering software, hardware, or network 
architectural type changes within the energy 
system environment, it is critical to understand 
the potential risks. If the energy system process-
es are jeopardized, the resulting cause is likely  
to be a monetary loss for the utility. More  
importantly, the risks to the health and safety 
of their customers and employees could be  
impacted. While that may be a challenge,  
providing solid security should be considerably 
less problematic if a solid plan is created and 
followed by the teams.
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